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ABSTRACT

This report summarizes progress on projects carried

out at the Electronics Research Center at The University of

Texas at Austin and which were supported by the Joint Services

Electronics Program. In the area of Information Electronics

progress is reported for projects involving (1) nonlinear

detection and estimation and (2) electronic multi-dimensional

signal processing.

In the Solid State Electronics area recent findings

in (1) interface reactions, instabilities and transport and

(2) spectroscopic studies of metal/semiconductor and metal/

metal oxide interfaces are described.

In the area of Quantum Electronics progress is pre-

sented for the following projects: (1) nonlinear wave phe-

nomena, (2) structure and kinetics of excited state molecules,

and (3) collective effects in nonlinear optical interactions.

In the Electromagnetics area progress in guided-wave

devices for the far infrared-mm wave spectrum is summarized.
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THE UNIVERSITY OF TEXAS AT AUSTIN ELECTRONICS RESEARCH CENTER
INFORMATION ELECTRONICS

[ Research Unit IE81-1 NONLINEAR DETECTION AND ESTIMATION

Principal Investigators: Professor S.I. Marcus (471-3265)
Professor J.L. Speyer (471-1356)

Graduate Students: Jessy Grizzle, Chang-Huan Liu and
John White

A. OBJECTIVES AND PROGRESS: This research unit is concerned
with several aspects of the statistical properties of nonlin-
ear systems. Specifically, the design and analysis of opti-
mal and suboptimal nonlinear estimators, the modeling of non-
linear systems driven by general noise processes, and the
problem of detecting and identifying failure modes in fault
tolerant systems have been investigated.

1. Nonlinear Estimation:
The area of nonlinear state estimation is con-

cerned with the extraction of information about the state of
a stochastic system from nonlinear noisy measurements. The
state estimate is generated by passing the measurements
through a nonlinear system. Optimal state estimators have
been derived for very general classes of nonlinear systems,
but these are in general infinite dimensional. That is, it
is usually not possible to recursively generate the optimal
minimum variance estimate (the conditional mean) of the sys-
tem state given the past observations. The basic objective
here is the design, analysis, and implementation of high-
performance optimal and suboptimal estimators which operate
recursively in real time. There are few known cases aside
from the linear (Kalman) filtering problem in which the con-
ditional mean (the minimum variance estimate) of the system
state given the past observations can be computed recursively
in real time with a filter of fixed finite dimension. How-
ever, in [i) we have proved that for certain classes of dis-
crete-time and continuous-time systems, described either by
a finite Volterra series or by certain types of state-affine
realizations, the minimum variance estimator is recursive
and of fixed finite dimension. This was accomplished by re-
lating these problems to the homogeneous chaos of Wiener and
to orthogonal expansions of Gaussian processes.

Benes [2] has recently given an explicit solution
for the conditional density for a class of nonlinear filtering
problems with nonlinear state equations and linear observa-
tions. In (3] we have extended his results and our results
of [11 in the following way. In [1] we found finite dimen-
sional filters for the conditional moments for problems in-
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volving linear systems feeding forward into nonlinear systems;
in [31, we have studied problems in which systems of Benes
type feed forward into nonlinear systems of the type consid-
ered in [1]. We have derived recursive filtering equations
for the conditional moments of Benes problem and used these
to derive new finite dimensional optimal filters for the
class of nonlinear systems described above.

In a Lie algebraic approach to nonlinear filtering,
we have studied the (Zakai) stochastic partial differential
equation for an unnormalized conditional density p(t,x) of
the state xt given the past observations {zs , 0< s < t}:

dp(t,x) = L0p(t,x)dt + Llp(t,x)dzt (i)

where L0 and L1 are certain differential operators. The ma-
jor idea of the approach is that, if L is the lie algebra

g eb1 2
generated by L L and L1 , and if a recursive finite di-

mensional estimator for some statistic of the state exists,
then there should be a Lie algebra homomorphism from L to the
Lie algebra F of the finite dimensional filter. F is a Lie
algebra of vector fields on a finite dimensional manifold, so
the representability of L or quotients of L by vector fields
on a finite dimensional manifold is closely related to the
existence of finite dimensional recursive filters.

The structure and representability properties of
L are analyzed for several interesting classes of problems
in [4]. It is shown that, for certain nonlinear filtering
problems, L is given by the Weyl algebra Wn = 3 <X,..x n ,

a Alax > of all polynomial differential operators.
I n

These problems include the cubic sensor problem (linear sys-
tem with cubic observations) and some examples of mixed lin-
ear-bilinear type. It is proved that neither W nor any quo-
tient of Wn can be realized with C or analytie vector fields

on a finite dimensional manifold, thus suggesting that for
these problems, no statistic of the conditional density can
be computed with a finite dimensional recursive filter. This

*work, together with some results of Sussmann, implies that
* for some problems (including the cubic sensor), no nontrivial

statistics can be computed recursively with finite dimensional

4
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filters; this is the first such result in the literature.
For another class of problems, itis shown that L is a certain
type of filtered Lie algebra. The algebras of this class are
of a type which suggests that many statistics are exactly com-
putable.

In [5], we have studied the modeling and approxi-
mation of stochastic differential equations driven by semi-
martingale noise containing both continuous and jump compon-
ents. We have defined for the first time the analog of the
Stratonovich differential equations when the noise has both
jump and continuous components. It is proved that the models
defined here possess a number of approximation and continuity
properties. The importance of this work is related to the
fact that, for models to be faithful representations of phys-
ical systems, the system variables should not be affected sig-
nificantly by small changes in the noise processes driving
the system. The results presented show that our models are,
under certain hypotheses, consistent in this sense.

The work of [5] is used in conjunction with Lie
algebraic methods in [6] and [7] to find low dimensional fil-
ters for a class of estimation problems with Poisson observa-
tions. In this problem, a finite state Markov process x tak-
ing values in S = {sl,. .s n } is the rate of an observed

doubly stochastic Poisson process z, and it is desired to re-
cursively estimate the rate xt . This can be accomplished with

an n-dimensional recursive nonlinear filter derived by Segall
and Van Schuppen. However, there are two problems: this
filter is highly nonlinear, and its dimension may be very
large. In [6] and [71 we eliminate the first objection by
deriving a bilinear equation for an unnormalized conditional
probability vector. We then study the Lie algebraic structure
of this bilinear filter and find a class of problems for which
the conditional probability vector (and hence the conditional
mean) can be computed with a two-dimensional filter, for any
n. This is, of course, a considerable computational saving
if n is large.

The negative results of [4] are interesting, but
it is much more useful to design high-performance suboptimal
estimators for systems which have no exact finite dimensional
filters for conditional statistics. In [81 estimation prob-
lems for systems involving small parameters have been studied
via both analytical and Lie algebraic approximation techniques.
The typical system considered is of the form

5
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dxt = axtdt + dwt

(2)

dz = [x + E(xt) k]dt + dvt , k > 1

-- i.e., it is a "weak polynomial sensor" problem. We have
first expanded the unnormalized conditional density p(t,x)
satisfying (1) powers of c

p (t,x) = P0 (t,x) + £P (t,x) + £2 (t,x) + (3)

and have for the first time showed that

n+ip (t,x) - E F_ Pi(t'x)
i=0

is actually 0(c n + l ) in a suitable norm; i.e., (3) is a true
asymptotic expansion. In addition, we have shown similar
results for thke normalized conditional density and conditional
me an. "

Even if (3) is an asymptotic expansion, it is not
of much use in nonlinear estimation unless each term in (3)
can be computed with a finite dimensional recursive filter.
This is shown in [8] by Lie algebraic techniques. By sub-
stituting the expansion (3) into (1) and truncating after n
terms, we obtain a set of coupled stochastic partial differ-
ential equations; however, each equation is coupled only to
lower order, not higher order equations. In addition, the
Lie algebra of these equations up to order n is solvable and
finite dimensional; hence the equations can be solved by the
Wei-Norman method. This method results in a recursive finite
dimensional filter for a set of sufficient statistics, from
which the expansions of the conditional density and condi-
tional mean can be computed by a memoryless operation.

The research in this area is continuing and has
been complemented by Grant AFOSR-79-0025 from the Air Force
Office of Scientific Research and Grant ECS-8022033 from the
National Science Foundation.

2. Fault Detection and Identification:
An ebsential aspect in the design of fault tol-

erant digital flight control systems is the design of fault
detection systems. Design considerations are concerned with
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the trade-off between the cost of hardware redundance and the
complexity and robustness of the software for analytic redun-
dancy. In analytic redundancy dissimilar instruments are
combined through analytic relations to achieve redundancy.
Since these relations contain system parameters, additional
uncertainty may be introduced beyond that present in the
sensors. The processing of the outputs of these relations to
produce adequate fault detection and isolation performances
may require complex decision and estimation software. In [121,
we have developed a particular decision rule which seems
simple to implement on flight computers, yet sensitive enough
to produce adequate performance. This decision rule, based
upon the results of Shiryayev [9] and suggested to us by Deyst
[10], has application to fault detection for both similar in-
struments and dissimilar instruments through analytic redun-
dancy.

Given a sequence of independent measurements, the
Shiryayev sequential probability ratio test (SSPRT) will de-
tect a disruption (or fault) in the data sequence in minimum
time with certain conditions. This (SPRT) differs from the
Wald SPRT since there is no need to mechanize a "trigger" [il].
In fact, the SSPRT can be reduced to the Wald SPRT when the
probability of change in state (the transition probability)
is made zero. One objective is to investigate the robustness
of the SSPRT in that we require that it be a continuous fault
monitor. Attention is given to its response time in detecting
a fault and to the frequency of false alarms.

The likelihood ratio of the SSPRT is derived
explicitly in [12]. We assume that the measurements are in-
dependent and of known probability densities (the fault bias
is known), and the transition probability, the a priori prob-
ability and the threshold values are given. For a scalar
data sequence and two hypotheses (the measurement sequences
are governed by either of two probability laws), a scalar
linear difference equation with state dependent noise is prop-
agated. The multiplicative noise term is composed of the
ratio of the probability laws, which is a function of the
present measurement. A dynamic programming analysis shows
the optimality of the SSPRT. In [9], Shiryayev shows that a
cost function composed of the probability of false alarm
summed with the cost of average delay of detecting the occur-
rance of the disruption is directly related to the optimal
stopping problem with a given threshold. In [121, the thresh-
old for the likelihood ratio has been chosen as a given ratio
of the probability that the fault has occurred in the data
sequence to the probability that it has not. This threshold

7
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can be related to the cost of false alarms by the dynamic
programming analysis.

Although the Wald SPRT used in [il1 requires the
uncertainty in the data sequence to be Gaussian, the proba-
bilistic description can be quite qeneral for the SSPRT. This
generality is used to advantage in our results for the case
where the sign of the bias is unknown. Since the Wald SPRT
depends explicitly on the sign of the bias, two Wald SPRT's
are propagated in [11]. However, the absolute value of the
data sequence, which is non-Gaussian, even if the original
data sequence is Gaussian, can be processed in the SSPRT.
The resulting SSPRT is not increased in complexity. On the
contrary, whereas an exponential function of the data had to
be calculated, a cosh function of the data is calculated at
each sample point. The cosh function, being an even function,
can be calculated numerically more efficiently.

To gain insight into the performance of this test,
two problems are chosen in [12]. Since the sequential tests
are more efficient in detecting a fault than fixed interval
schemes such as sliding window averages and consistency tests,
the SSPRT is used in direct redundancy tests between two like
instruments. Here, two rate gyros are modeled and the SSPRT
is applied. Performance is compared with the standard tests
with regard to detection time and false alarm rate. Further-
more, the mechanization of the SSPRT with regard to processing
time and computational complexity is compared with that of
standard tests.

The second experiment is to form a parity relation
among various instruments. The particular test chosen is the
translational kinematic redundancy test described in [113.
One objective is to show how the SSPRT can be used to detect
accelerometer or rate gyro failures without a redundancy
trigger, i.e., only one instrument is necessary. This cir-
cumstance occurs when the instruments are very expensive.
This test was chosen since some results are already reported
[111.

In [11], an open loop dynamic comparison test is
developed. In this test, the measured acceleration is inte-
grated and compared with the difference between the initial
measured velocity and the present measured velocity. The
effect of this test is to improve the signal-to-noise ratio
since the design bias is increasing with time and the domi-
nant noise variance associated with the measured velocity,
although large, remains fixed. However, since no trigger is
available for the SSPRT, this open loop dynamic comparison
cannot be used. Rather, the data sequence for the SSPRT is

8
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obtained by integrating the measured acceleration over a
number of sample times and comparing this velocity with the
difference between the measured velocity at the end and the
beginning of this interval. In this way, the signal-to-
noise ratio is improved at the expense of a reduced data se-
quence. To improve performance, we suggest using two tests,
in which one test will rapidly detect hard over faults, while
the other will be adjusted to detect more subtle faults. In
the experiments of [121, the data sequence is constructed as
described above, using the sensor models for the translational
kinematics given in [il]. However, the given variance asso-
ciated with the angle-of-attach meter was reduced by an order
of magnitude. These variances were kept artificially high
in [11] so as not to produce false alarms near the beginning
of the test. Since we process information at a slower rate,
more realistic variances are used. In our study a design bi-
as of .2 g's is used. For an ensemble average of 30 runs,
the average detection time was 4.2 sec. using an integration
interval of ten times the sample time of .0625 sec. This is
compared with 2.2 sec. (one run) of [111 to detect a failure
after the trigger was tripped. This study shows the trade-
offs between integration intervals and bias levels with re-
gard to detection times and false alarm frequency. Further-
more, increasing the integration interval has the effect of
reducing the influence of wind shear on the detection pro-
cess when the correlation times are small enough.

The research in this area is continuing and is
complemented by a grant from General Dynamics, Fort Worth
Division.
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THE UNIVERSITY OF TEXAS AT AUSTIN ELECTRONICS RESEARCH CENTER
INFORMATION ELECTRONICS

Research Unit IE81-2 ELECTRONIC MULTI-DIMENSIONAL SIGNAL
PROCESSING

Principal Investigator: Professor J.K. Aggarwal (471-1369)

Graduate Students: N. Huang, S. Park and T. Leou

A. PROGRESS: The basic objective of the research unit is
to develop efficient techniques for processing multi-dimen-
sional signals and the analysis, synthesis and implementation
of linear time-varying (LTV) digital filters. Linear time-
varying digital filters are important in processing signals
where frequency content changes significantly with time. The
use of LTV digital filters to process nonstationary sequences
has received considerable attention in many applications such
as geophysics, communication systems, speech analysis and syn-
thesis [1]. Our research has been directed toward the devel-
opment of new techniques to synthesize and implement LTV dig-
ital filters.

We have investigated the interrelationships
among three characterizations of LTV digital filters; the
impulse response, the generalized transfer function and the
time-varying difference equation (1]. Specifically, we have
proven that an impulse response is realizable as a recursive
time-varying difference equation if and only if it is ex-
pressed as a degenerate sequence. In the frequency domain,
the short-time spectrum is a useful measure of the frequency
content of nonstationary sequences. In [21, [3], we have pro-
posed an efficient technique to determine the generalized
frequency function of an LTV digital filter from the short-
time Fourier transform of an input sequence. The technique
allows spectral modification to vary with the changing fre-
quency content of a desired sequence and the resultant band-
width of LTV digital filter to be much narrower than that of
a linear time-invariant (LTI) digital filter.

Motivated by the above property of the impulse
response of a time-varying difference equation, we have de-
veloped two synthesis techniques which approximate a given
impulse response by a degenerate sequence [4], [5). Both
techniques use a least squares error criterion to minimize
the difference between the given and the approximated im-
pulse responses. The first technique is formulated as an
approximation of an arbitrary function of two integer varia-
bles by sums of separable functions. The filter synthesized
by this technique is optimal for the given criterion. However,
the implementation of the resultant filters needs to store a
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large number of filter coefficients. In order to circumvent
this difficulty, the degenerate impulse response is repre-
sented in terms of simple functions with unknown parameters.
These unknown parameters are determined by a nonlinear opti-
mization method which minimizes the distance function. This
second technique is more efficient in implementation but may
yield suboptimal filters. In addition, several recursive
structures for implementing degenerate impulse responses have
been investigated.

In [6], we have developed a new technique to
implement a one-dimensional (l-D) LTV digital filter with a
two-dimensional (2-D) linear time-invariant (LTI) recursive
digital filter. By appropriately mapping 1-D input/output
sequences into 2-D sequences, 1-D LTV digital filtering may
be carried out by a 2-D LTI convolution. In doing so, syn-
thesis techniques developed in LTI digital filters have been
applied. The use of this technique has eliminated certain
difficulties encountered in implementing LTV digital filters
such as the storage of a large number of filter coefficients
and the updating of LTV recursive filter coefficients at each
sampling instant, but at the expense of more computation time.

A conventional time-domain technique to charac-
terize an optimal filter is based on the least mean squares
(LMS) error criterion. In general, it requires a large a-
mount of computation time to obtain the impulse response. We
have compared the filter performance and the computation re-
quirements of the time- and frequency-domain techniques based
on the mean-squared difference between the actual and desired
output sequences when a nonstationary input sequence contains
Gaussian noise [7]. Our result demonstrates that the fre-
quency-domain technique is efficient but yields suboptimal
filters.

As it has been reported earlier, significant pro-
gress has been made in the stabilization and synthesis of
2-D semicausal recursive filters. However, the use of semi-
causal filters requires a large amount of extra grid points
to process a 2-D image. In [8], we presented a method to re-
duce the size of the output frame. This is done by augmenting
the input image with the state-control signal; this prohibits
propagation of the state vector beyond the prescribed frame.
Our implementation technique provides a desirable means to
get an output image without computing the states outside the
prescribed rectangular

We plan to continue the present research efforts
on problems associated with the synthesis and implementation
of LTV digital filters and multi-dimensional signal processing.
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In one of our current research programs, we are pursuing methods
to realize a generalized transfer function as an LTV recurs-
ive difference equation. The synthesis of LTV digital fil-

ters has been difficult due to the absence of a correspondence
between the coefficients in a time-varying difference equation
and the generalized transfer function. With this observation,
we propose to develop synthesis techniques which minimize the
mean squared error between the impulse responses of a given
generalized transfer function and the synthesized LTV recurs-
ive difference equation. The determination of filter coeffi-
cients in this technique may require large storage and compu-
tation time, especially in the case of filtering an input
sequence with long duration. Therefore, it is desirable to
consider an approximate technique which may yield locally op-
timal filters which are more efficient in computation. In
another project, we are considering the efficient synthesis
and implementation of multi-dimensional filters.

B. REFERENCES

1. N.C. Huang and J.K. Aggarwal, "On Linear Shift-Variant
Digital Filters," IEEE Transactions on Circuits and Sys-
tems, vol. CAS-27, no. 8, pp. 672-679, (August 1980).

2. N.C. Huang and J.K. Aggarwal, "Frequency Domain Consid-
erations of LSV Digital Filters," IEEE Transactions on
Circuits and Systems, vol. CAS-28, no. 4, pp. 279-287,
(April 1981).

3. N.C. Huang and J.K. Aggarwal, "Spectral Modifications
Using Linear Shift-Variant Digital Filters," Proc. of
IEEE International Conference on Acoustics, Speech and
Signal Processing, Atlanta, Georgia, pp. 73-76, (March
30-April 1, 1981).

4. N.C. Huang and J.K. Aggarwal, "Synthesis of Recursive
Linear Shift-Variant Digital Filters," Proc. IEEE Inter-
national Symposium on Circuits and Systems, Chicago,
Illinois, pp. 439-442, (April 27-29, 1981).

5. N.C. Huang, "Analysis and Synthesis of Linear Shift-

Variant Digital Filters," Ph.D. Dissertation, The Uni-
versity of Texas at Austin (1981).

13

,L



(Page 4, Res. Unit IE81-2 "Electronic Multi-Dimensional
Signal Processing")

6. S.H. Park, N.C. Huang and J.K. Aggarwal, "One-Dimensional
Linear Time-Varying Digital Filtering Using Two-Dimensional
Techniques," Proc. of IEEE International Symposium on
Circuits and Systems, Chicago, Illinois, pp. 217-220,
(April 27-29, 1981).

7. N.C. Huang and J.K. Aggarwal, "On Linear Shift-Variant
Digital Signal Processing," Proc. of IFAC, New Delhi,
India, pp. 6-10, (January 5-7, 1982).

8. H. Chang and J.K. Aggarwal, "Implementation of Two-Dimen-
sional Semicausal Recursive Digital Filters," Proc. of
IEEE International Conference on Acoustics, Speech and
Signal Processing, Atlanta, Georgia, pp. 995-999,
(March 30-April 1, 1981).

14



II. SOLID STATE ELECTRONICS



THE UNIVERSITY OF TEXAS AT AUSTIN ELECTRONICS RESEARCH CENTER
SOLID STATE ELECTRONICS

Research Unit SSE81-1 INTERFACE REACTIONS, INSTABILITIES
AND TRANSPORT

Principal Investigators: Professor M.F. Becker (471-3628)
Professor R.W. Bene' (471-1225)
Professor R.M. Walser (471-5733)
Professor A.B. Buckman (471-4893)

Graduate Students: M. Bordolon, H.K. Chung, Y.-K. Jhee,
G.S. Lee, S. Park, D.Y. Sheng, and H.Y.
Yang

A. RESEARCH OBJECTIVES: The overall objective of this re-
search is to expand on our understanding of fundamental pro-
cesses at the interfaces of electronic structures. The in-
terface structures of interest are contacts and or barriers
whose stability determines the overall lifetime and relia-
bility of electronic devices and circuits. The fundamental
information gained in these studies is also expected to be
potentially useful for synthesizing new and improved elec-
tronic devices and materials.

In our previous research we have shown that
electronic instabilities may drive the solid phase surface
chemical modifications that alter the properties of electronic
interface structures. Many surface chemical kinetic paths
are available for relieving the instabilities, but the actual
path selected may depend upon a large number of experimental
parameters and selective chemical kinetic paths cannot gen-
erally be predicted. At present our work is being concen-
trated on (1) understanding the fundamental, and possibly
universal origin of the electronic instabilities and (2) ex-
perimentally exploring their relaxation in specific important
electronic systems.

In the past year our research has been focused
on two general problem areas. The first area concerns the
general problem of understanding the reaction paths selected
by silicon interfaces at low reaction temperatures, i.e.,
below eutectic and melting points in the equivalent bulk sys-
tems. We are particularly interested in the reaction paths
for transition metal-silicon interfaces. Progress in several
related studies of these systems are reported in the next
section. In the past year we have concentrated on measurements
of excess i noise in Co-Si films through the first nuclea-

tion regime as well as a determination of the reaction path
in Cr-Si and Ti-Si systems.

The second area of concentration is the study
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of laser-induced surface instabilities in solids which has
the specific objective of investigating the physics of non-
equilibrium nucleation phenomena in solids. In the past
year we have been studying the laser damage of crystalline
silicon by intense, multiple, large beam area pulses from
the perspective of non-equilibrium phase transitions. To do
so we developed new experimental techniques for demonstrating
that the iso-intensity damage transformation kinetics in the
vicinity of the damage threshold intensity exhibited the
features of a classical nucleation and growth. Although the
statistical nature of the damaging interaction of light and
matter had previously been observed for large area, single
pulse damage of transparent media, ours was the first reported
study of the evolution of damage by multiple pulses of vari-
able, but near threshold intensities. The results of this
wnrk will be described more fully in the next section.

B. PROGRESS:
Research on First Silicide Reaction Paths

We have prepared and measured many Co-Sb samples
both "as sputtered" and after gentle annealing at 200 C. In
particular, we have monitored resistance and the excess noise
characteristics. Although our initial measurements have in-
dicated significant scatter in the data vs. sputter deposi-
tion time, significant trends have been noted as indicated
in Figures 1 and 2. In Figure 1, we have plotted the magni-
tude of the noise vs. the sample resistance. (Note that in
these films the semiconductor-metal and noncrystalline-clys-
talline transitions have been shown to occur at about 10 Q
[1]. In Figure 2, we plot the frequency exponent $ (noise

1
power o f ) vs. film resistance. We see that both plots in-

dicate anomalous "I" noise as the films approach and go
f

through the first nucleation regime. In terms of models of
Ngai, et al [2] and Hill, et al [3] these results indicate
significant systematics in the metastable coherent state
correlation parameter m (or n).

Both the Cr-Si and Ti-Si thin film systems
have been investigated by TED, and resistance in the regime
leading to nucleation: critical thicknesses and annealing
temperatures for silicide formation have been established in
both systems. In the Ti-Si system it was found that a non-
equilibrium compound phase was formed prior to TiSi 2 nucle-

ation. However, the transmission electron diffraction re-
sults indicate that this phase (labeled "TiSi" by previous
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researchers) is not the TiSi phase in the equilibrium phase
diagram. This finding is significant for the systematics of
the overall selection rule for first nucleation. In addi-
tion , the Ti-Si system is important as an end phase region
in work recently started on the ternary systems Ti-Ni-Si
and Ti-Co-Si. Initial measurements on these ultrathin film
systems indicate we may significantly affect the final pro-
duct formed by thickness and order of sequential deposits of
the two transition metals on Si substrates. These findings
may be quite important in the refractory metal silicide in-
terconnect and gate areas for VSLI technology as well as give
new insights into the first nucleation sequence in the solid
state regime.

Studies of Picosecond Laser Damage In Crystalline Silicon
In this research we have conducted detailed

experimental studies of picosecond laser induced damage as
a non-equilibrium phase transition and proposed a new damage
mechanism. This model which includes energy transfer by res-
onant surface plasmons on small electron density droplets is
corroborated by our existing experimental data. New experi-
mental data has been taken which demonstrates the nucleation
and growth aspects of the laser damage process [4,5].

The motivation for this work has its origin in
several facts. First, the picosecond time domain results in
several simplifications due to the elimination of transport
during the pulse duration. Near band-gap excitation at 1.06vm
limits the heating of the sample by fast phonon decay of hot
electrons. Silicon, a covalent material, was chosen for the
absence of polar optical coupling mechanisms and the absence
of an electron collision time sufficiently short to allow av-
alanche ionization. Finally, experience gained in the exci-
tation of VO 2 through a non-equilibrium phase transition in

the first such study (61 led to a conceptual framework for
these types of experiments.

We have performed an experimental demonstration
of the heterogeneous nature of the nucleation and growth of la-
ser damage in crystalline silicon. The samples of single
crystal silicon were prepared from low resistivity <100> and
<111> wafers with high resistivity 1.5 or 2.Spm epitaxial
layers. To obtain the very thin samples used in some exper-
iments, the wafers w2 re masked and electrochemically etched,

exposing about 0.5cm of epitaxial membrane [7].
The damage nucleation and growth was studied

by monitoring the transmission of the irradiated region at
633nm while multiple pulse damage was initiated at a prf of
5Hz. The laser pulses were supplied by a passively mode-
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locked 1.06pm Nd:YAG laser. Single pulses were selected with
an average FWHM duration of 38psec.

The sample transmission could then be related
to a percent of the spot area transformed to the final state
of damage. The results of this measurement showed an incu-
bation period, a sigmoidal shape and have been fit to the
Avrami equation for the behavior of nucleation and growth.
These results strongly suggested that this damage process is

*a heterogeneously nucleated first order phase transformation
process. This in turn suggested that a morphological study
of the nucleation process would be beneficial.

A systematic study of the morphology of laser
damage of silicon has been conducted. The multiple pulse
damage threshold represents the point of closest approach
to the phase transition where the morphology of nucleation
may be studied. This method avoids the catastrophic damage
characteristic of single pulse damage which would tend to
destroy evidence of its early formation stages.

An automatic translation stage was constructed
for the sample which would count laser pulses and give a se-
quence of irradiations at increasing powers of two pulses.

A high resolution SEM study showed the develop-
ment of the coherent damage morphology with in.reasing num-
bers of pulses. The nucleation of the damage appears first
as oval pits with their long axis orthogonal to the optical
field. Subsequently and simultaneously formed pits are reg-
ularly spaced along single rows. Parallel rows of pits fin-
ally form into grating structure. Clearly the first phase
of the damage process self-consistently selects pit formation
at a specified distance from another pit, orthogonal to the
optical field. The second phase of damage is the formation
of regular spaced rows of pits (grooves). The grooves are
spaced by the free space wavelength, suggesting that they
are formed by the constructive interference of a scattered
surface wave and the incident wave. This second process is
consistent with the damage observed to propagate from pre-
existing linear structures such as scratches oriented normal
to the optical field.

All of the damage we observed in these experi-
ments was at the front surface. Even the optically thin
1.5m thick films damaged first at the front surface. Near
threshold, only front surface damage was observed. Since
our silicon samples were extremely thin compared to the ab-
sorption length, this observation indicates that the damage
could not have been initiated by the optical electric field,
which by simple Fresnel arguments, is a maximum on the exit
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surface.
Silicon, with a band gap of j.llev at 300K, has

a linear absorption constant of only 10cm- for 1.06pm laser
pulses. At intensities approaching the multi-pulse damage
threshold, our experimentally measured transmission data in-
dicates the presence of an additional two photon absorption.
Assuming that an indirect two photon process dominates, we
obtained a two photon absorption constant a=52cm/GW by fitting
the data.

Using this absorption process for 38 psec 1.06pm
2 18 19pulses at an intensity of 1GW/cm only 10 to 10 charge

3
pairs are produced per cm In addition, the computed temp-
erature rise during the pulse is less than one degree K. Al-
though free carrier absorption was omitted from these calcu-
lations, it is not expected to increase the refractive index
or temperature jump significantly.

These extrapolated values of AT and An are much
too small to initiate catastrophic damage which is,of course,
the basic scientific enigma found in nearly all studies of
laser damage in nearly-transparent media. Note that elec-
tronic avalanche ionization is not a highly probable process
at the high excitation frequency of the Nd:YAG laser and, is

ruled out by our observation of entrance face damage in thin
samples.

To circumvent these difficulties we have pro-
posed a new laser damage mechanism suggested by the morpho-
logical studies of the early damage nucleation regime [8,91.
This work suggests that, despite the apparent absence of av-
alanching, locally high absorption in some highly excited,
small, charge density "embryos" is the precursor to damage.
Furthermore, the consistent observation of coherently inter-
fering "embryos" indicates that these are of intrinsic origin
and not due to the presence of highly absorbing extrinsic
heterogeneities.

We are led to suggest that an electronic spin-
odal separation occurs near the threshld hen the average
excited charge density approaches %10 /cm . Inside the
spinodal the electron and hole excitations are subject to
spontaneous clustering under the influence of some unknown
driving force.

The proposed damage mechanism involves the
resonant absorption of incident photons by the collective
electronic oscillations (surface plasmons) of embryo regions
having near-critical radii and excited charge density ap-

4 ,.proaching that of the liquid. This model is consistent with
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the evidence of cooperative interaction between damage sites.
The direction and separation of the sites are those expected
of a coherent radiative interaction between resonant surface
plasmons on adjacent sites just prior to liquid phase nuclea-
tion.

While normally incident light will not couple to
the planar surface plasmons of a solid, it will couple effi-
ciently to any charge density droplets that form. The coupling
will be resonant for a droplet size and charge density such
that w sp=W0 . Damage will nucleate at the lowest intensity

for which coherent radiative coupling occurs between the res-
onant surface plasmons of two or more droplets.

A small, compared to lambda, spherical charge
droplet will support a number of surface plasmon modes. Our
calculations show that the lowest mode will be resonan 2 in 3
energy with the laser photons at a density of n = 2x10 cm
From the classical theory of radiating dipoles, we have com-
puted the in phase and quadrature components of the radiated
field in a direction orthogonal to the optical field. The
minimum spacing for which the radiative fields will construc-
tively interfere is at a separation of 1.2X or about 375nm.

Si
(A value of 3.4 was used for the refractive index of silicon).
This interaction distance compares favorably with the 350-
380nm values obtained from our SEM experiments.

The proposed mechanism should result in a large
increase in the laser energy deposited micro-heterogeneously
at the surface near the damage threshold. It is not clear,
however, how the material will relax such an intense, fast,
local electronic excitation. As discussed in the following
section we are continuing our research in this area in an
attempt to resolve this question and to further assess the
validity of our laser damage model.

C. FOLLOW UP STATEMENT: Both the excess noise measurements
and the ultra thin film ternary work are being continued. The
excess noise is being measured on similar systems as in the
past in an effort to determine the source of some of the scat-
ter in the measurements and to reduce it. The measurements
will probably be extended to the Ni-Si system to begin to
determine the generality of the observed systematics. Also,
we will begin the comparison of our measurements to recent
models of excess noise to determine their applicability with
a view toward modifying and extending these models.

The Ti-Co-Si and Ti-Ni-Si ternary ultra thin
film work is being continued predominantly in the area of
increasing the number of measurement combinations in terms of
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different thicknesses and annealing conditions. In the next
year we will be making a significant effort at determining
the systematics of reactions in ternary systems. This will
probably primarily be involved with modelling the constituent
supply problem which is midway between the two extremes of
preselection and kinetic selection as is observed in binary
thin film systems.

We are continuing our studies of laser induced
damage in crystalline silicon and have begun to do similar
exploratory studies of various other semiconductors (including
amorphous silicon) and metals.

Since completing our initial multiple pulse
damage studies on crystalline silicon we have acquired a mi-
crocomputer controlled system for monitoring and recording
the intensity of each picosecond pulse. This system will
greatly enhance our ability to explore the intrinsic statis-
tics of the laser damage physics while minimizing the role
of the statistical fluctuations of the laser.

We have also recently discovered that the large
beam single shot threshold intensity of silicon samples is
more sensitive to surface preparation conditions than prev-
iously believed. This is encouraging for the model of the
laser damage statistics that we are developing which predicts
a considerably larger difference in the single and multiple
pulse threshold intensities than those observed previously.

In the past year we have also made some initial
measurements of the intensity variation of exo-emission cur-
rents from the surface of a material in the vicinity of the
laser damage threshold. Initial experiments with silicon
indicate that the energetic processes responsible for exo-
emission near the single and multiple pulse thresholds are
very different. We will continue these exo-emission experi-
ments and correlate the results with the morphological devel-
opment of damage in order to further clarify the nature of
the critical energy transfer processes leading to damage.

Finally, we expect to extend these studies to
other semiconductors and to some metals. Our first experi-
mental observations indicate that the multiple pulse damage
morphologies produced by picosecond YAG pulses on GaAs and
some metals (nickel and aluminum) are surprisingly similar
to those observed in silicon. It is not clear, however, that

a model like that developed for silicon will apply to these
other materials.
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Graduate Students: Y. Chang, S. Shi, H. Peebles and K. Thrush

A. OBJECTIVES: The scientific objective of this research
unit is to investigate atomic and molecular level properties
associated with selected solid surfaces and solid state in-
terfaces. The work is divided into three related subareas:
1) metal/semiconductor interfaces, 2) metal and semiconductor
surface/adsorbate systems, 3) metal/metal and metal/metal ox-
ide systems.

Research on metal/semiconductor interfaces is
focused on understanding the electronic structure and compo-
sition of silicide structures which form when metal atoms de-
posited on a semiconductor surface react to form an interface.
Particular emphasis is being directed towards understanding
the initial stages of interface formation. This work util-
izes Auger electron spectroscopy (AES), to characterize near
surface composition, low energy electron diffraction (LEED)
to determine geometrical structure, angle resolved photoelec-
tron emission spectroscopy (ARPS) to study electronic proper-
ties of the constituent atoms, and x-ray photoelectron spec-
troscopy (XPS) to study the chemical state of silicon and the
deposited metal. Additional effort is being directed towards
developing a nondestructive means of probing the electronic
structure in practical interfaces. This work will utilize
optical reflectance to obtain the multilayer dielectric con-
stant associated with a practical interface. The dielectric
constant when correlated with results of other experimental
techniques such as AES and channeling, should give a reason-
ably good picture of the electronic structure and composition
of practical metal/semiconductor interfaces. Depth-profiling
with AES and XPS analysis of these systems will also be em-
ployed.

Research on surface/adsorbate systems is pri-
marily oriented towards supporting our work on metal/semi-
conductor interfaces and on metal/metal oxide interfaces. In
preparing any solid state interface, impurity atoms and mole-
cules are incorporated from the background of atomic and mo-
lecular species in the vacuum chamber. These impurities can
chemisorb at surfaces where interfaces are being formed and
can influence the growth kinetics, electronic properties, and
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crystal structure of the interface. Our research includes
investigations of the structure and composition of selected
adsorbates on semiconductor, metal and metal oxide surfaces
with emphasis on materials used in interface systems being
investigated under metal/semiconductor and metal/metal oxide
headings. Several state-of-the-art experimental techniques
are available to accomplish this work. These include the
capability to obtain the vibrational spectra of atoms and
molecules at surfaces using high resolution electron energy
loss spectroscopy (EELS). These capabilities provide an op-
portunity to obtain detailed structural information related
to species adsorbed at solid surfaces.

Research on metal/metal oxide interfaces is
focused on the development of depth profiling and analysis
methods of studying the top most atomic layers that form when
a clean metal is exposed to oxygen. This work will utilize
electron spectroscopy, particularly XPS, to obtain substrate
core level intensities. Of great interest are satellite in-
tensities of core levels which reflect changes in the metal/
metal oxide interactions.

In a related materials area, the fundamental
problem of how one metal binds to another is being studied.
The techniques include LEED, AES and flash desorption spec-
troscopy (FDS). From these measurements metal-metal binding
energies, ordered metal overlayer structures and electronic
structures of metal-metal overlayer systems are being inves-
tigated. Such information is crucial in understanding al-
loying and segregation. From FDS, quantitative values for
the heat of desorption can be measured as a function of cov-
erage. LEED provides data on the development of ordered over-
layers and AES, when analyzed in detail, provides local chem-
ical bonding information in addition to atomic composition.

B. PROGRESS: We have made significant progress in several
subareas indicated in section A which summarizes our objec-
tives. This section outlines scientific progress in these
subareas and describes additional efforts to improve the in-
strumentation required for our research.

1. Metal Semiconductor Interfaces
Our proposed work on transition metal silicide

interface formation utilizes Auger electron spectroscopy (AES),
low energy electron diffraction (LEED), ultraviolet photo-
electron emission spectroscopy, (UPS) and optical reflectance.
One spectrometer being used for this work is now complete,
and a second spectrometer which will be used at the synchro-
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tron radiation center in Stoughton, Wisconsin is nearing com-
pletion. Work on the reflectance spectrometer has been dis-
continued temporarily due to space limitation.

a. Bulk Silicide Electronic Structure
We have successfully conducted the first de-

tailed experimental study of the bulk electronic structure
of an ordered silicide [i]. Structural and electronic prop-
erties of expitaxial NiSi crystals were investigated using

2
LEED, Auger spectroscopy and angle resolved photoelectron
emission. Our NiSi samples were prepared in situ by vacuum
evaporating Ni 2 crystal surfaces. Excellent epitax-

ial crystals can be formed on Si(lll) and Si(100) surfaces
as verified by our own LEED studies and by ion channeling
[2].

Normal emission UPS spectra from (111) and (100)
NiSi surfaces yielded band dispersions and critical point
binding energies along F-L and F-X directions of the bulk Bril-
louin zone. Our experimental results are in good agreement
with recent self consistent energy band calculations [3].
Our LEED, Auger and workfunction results suggest that (100)
and (111) NiSi crystals grown epitaxially terminate in a
silicon layer and nickel layer, respectively.

b. Initial Stage of Silicide Interface Growth
Preliminary results have been obtained for ini-

tial growth of silicides at silicon surfaces [4]. We have
studied the evolution of the nickel d-band structure and sur-
face work function changes as a function of the thickness of
nickel deposited onto silicon surfaces. These studies have
been made for several surface reaction temperatures. Our re-
sults suggest that the room temperature interface depth is
less than 1o for nickel evaporated onto silicon. Our results
also indicate that it is relatively easy to distinguish be-
tween the three stoichiometries (Ni2Si, NiSi and NiSi 2 ) which
can form when nickel is reacted with silicon to form an inter-
face.

c. New Instrumentation
We are continuing to upgrade our research cap-

abilities by improving existing equipment and constructing
new instruments. Our split beam reflectometer remains in the
development stage. We currently lack adequate floor space
to put this spectrometer into operation, and also will re-
quire some minor instrumentation (a sputter gun for cleaning
samples) before the instrument will be useful for research.
Our major instrumentation effort this year has been to con-
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struct a new angle resolving photoelectron spectrometer [51
which will be used at the synchrotron radiation center in
Stoughton, Wisconsin. This new spectrometer will introduce
several unique new capabilities to our laboratory which will
benefit our JSEP sponsored work.

2. Surface Adsorbate System
Our high resolution electron energy loss spec-

trometer (EELS) is now operational with LEED and Auger spec-
troscopy capability. Research using this instrument is being
sponsored by AFOSR. We have recently obtained some important
new results regarding the oxidation of Al(lll) using EELS [6).
We have shown that the initial stage of oxidation of Al (111)
is characterized by a mixed phase consisting of both surface
and subsurface atomic oxygen. The surface phase is unstable
and converts to subsurface oxygen at room temperature. No
evidence of molecular oxygen was observed in our experiments
contrary to other work. Our EELS study also illustrates a
new application of the technique: the study of underlayer
structures, and in addition shows that the "dipole" scattering
mechanism applies to subsurface dipoles at metal surfaces.

3. Non Reactive Metal/Silicon Interfaces
In separate experiments, we are constructing in

the Chemistry Department an instrument for investigating the
behavior of submonolayer to multilayer amounts of Ag on Si
(111). The instrument is designed for LEED, AES and TPD
measurements and employs a thermal evaporation source for
controlled Ag deposition. This system is an important part
of our overall silicide program because silicides of Ag do
not form readily, if at all. This provides a good benchmark
system for studying chemisorbed metal atom overlayers without
surface compound formation. At this time, the system is com-
pleted with the exception of an external gas handling system
and minor modifications of the crystal mount to provide better
TPD spectra.

4. Metal/Metal Oxide and Metal/Metal Systems
As part of our program on the behavior of oxide

layers on metals, we have just completed a study of electron
beam damage due to oxygen ion desorption, on oxided ruthenium
surfaces [7].

The reaction is characterized by three kinetic
regions when Ru(001) is exposed to 100 L of 02 at 865K and

then titrated with H2 at this or lower temperatures. The
first region is a long induction period, the second a rapid
reaction region and the third a slow reaction region. The
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first two of these are sensitive to electron beam effects,
i.e., the 3-5 kV and 5-20pA beam used for Auger analysis. In
particular, the induction time is dramatically shortened (by
as much as a factor of 10) when Auger analysis with a focussed
e-beam is used. We use x-ray photoelectron spectroscopy as
a standard which eliminates e-beam damage. This effect is
temperature sensitive and disappears as the analysis temper-
ature increases from 500 to 895 K. We attribute this temp-
erature dependence largely to diffusion of oxygen atoms on
the surface into the region where the electron beam is de-
pleting them. This is supported by measurements in the ab-
sence of H2 where a lateral concentration gradient is esti-2
mated by moving the sample after a lengthy period of e-beam
bombardment. The "spot size" is larger for the higher temp-
eratures. These results are indicative of the care which
must be taken when electron spectroscopic methods are used
to study kinetic phenomena involving surface oxides. We have
made excellent progress in studies of the Ag/Rh(100) system
(8]. The adsorption of Ag on Rh(10) at 300 K is character-
ized by uniform growth of the first monolayer. The desorp-
tion is characterized by two distinct peaks. The lower temp-
erature state shows z~ro order kinetics and a desorption en-
ergy of 67 kcal mole while the high temperature state shows
first order behavior. The activation energy is slightly cov-
erage dependent. Our data do not allow unique description
but a pre-exponential factor of 8.9 x 10 _ec and an ac-
tivation energy of 63.2 - 1.50Ag kcal mole is quite satis-

factory. AES analysis can be used to establish the Ag cov-
erage over the first monolayer. The initial dissociative
sticking coefficient for 02 is 0.8 at 530 and 680 K on clean

Rh(100) while that for N20 drops from 0.48 to 0.21 over this

same interval. The saturation 0(KVV) signal from 02 is twice

that observed for N 20. The LEED patterns at saturation are

c(2x2) and p(2x2) for 02 and N2 0, respectively. Simple site

blocking models adequately describe the influence of Ag on
02 and N 20 chemisorption.

C. CURRENT RESEARCH PROGRAM

(i) Metal Semiconductor Interfaces
The Schottky barrier formed at a metal/semi-

conductor interface is one of the most important building
blocks of modern semiconductor technology. The simplest ap-
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proximation for a Schottky barrier is based on an abrupt in-
terface between a pure semiconductor crystal and an epitaxial
metal layer. However, a practical understanding of Schottky
barriers must be based on the actual structure of the metal-
semiconductor region [9-14], and in practical devices, the
growth mechanisms must be understood in order to tailor par-
ameters for particular applications. Research under this sub-
unit heading (Metal Semiconductor Interfaces) is directed to-
ward obtaining a detailed understanding of the structure, e-
lectronic properties and growth kinetics associated with metal
semiconductor interfaces.

Our success in studying bulk NiSi2 crystals

formed epitaxially on Si substrates and our preliminary re-
sults on very thin nickel silicide layers indicates that there
is a very good possibility for studying truly thin practical
Schottky barriers. Our next objective will be to conduct a
comprehensive investigation of the initial stage of compound
formation at nickel-silicon interfaces. We will be inter-
ested in studying the stoichiometry, crystal structure and
electronic structure of very thin nickel films deposited onto
Si(lll) and Si(100 crystal fages as a function of tempera-
ture from about 40 K up to 800 C where NiSi forms. We have

2
already shown that ordered silicies form on these surfaces
when relatively thick (up to 1000) nickel layers are reacted,
and we expect to be able to grow very thin ordered structures
perhaps with several stoichiometries by suitable annealing
processes. The high degree of reactivity associated with
silicide formation and the tendency of stoichiometric com-
pounds to form suggests that at low coverages, one might ex-
pect "two-dimensional" features to appear in angle resolved
photoelectron emission spectra. These features would char-
acterize the electronic structure of a very thin (one or two
unit cells thick) silicide. The formation of a thin silicide
ordered layer should be observable using LEED. A specific
current objective of our work is therefore to look for ordered
silicide formation at very low coverages (1 to 10 X). In
this coverage range electron spectroscopy (UPS, AES, XPS and
LEED) will be used to characterize electronic structures in-
cluding binding energy and dispersion of electronic levels
and to study structural changes as a function of initial
substrate temperature and overlayer thickness prior to an-
nealing. These experiments should lead to a better under-
standing of the initial growth of a silicide interface and
should also help to provide additional insight into the poss-
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ible existance of amorphous layers at silicon-silicide inter-
faces.

Experimental techniques based on electron spec-
trosco y are limited to applications involving only the top
10-20 because of the escape depth for electrons. Therefore
very little is known about the structure and electronic prop-
erties of practical metal/silicon interfaces. Recent back-
scattering channeling studies have illustrated the utility
of these methods to characterize the structure of thicker
interfaces [15]. These techniques are able to probe for non-
registered atoms and have been'used to study the structure
and stoichiometry of semiconductor interfaces. To establish
a comprehensive model of a practical interface, some elec-
tronic structure information is desirable to correlate with
the structural information available from channeling.

We are planning to obtain information related
to the electronic structure using optical reflectance tech-
niques. Optical penetration depths are hundreds of angstroms,
and the electronic structure is related to the dielectric
constant which can be obtained from optical data. There is

* strong evidence that the siliqide interface tends to be uni-
form except for perhaps 10-20K at the metal/silicide or semi-
conductor/silicide junction. Dielectric models of a prac-
tical interface will not be too complicated. For example,
it should be possible to obtain dielectric constants for a
three layer system consisting of a top layer of NiSi2 , a thin

region which is possibly glassy, and a Si substrate [2].
There is evidence based on UPS and AES that stoichiometry var-
iations occur within 10 to 20 A of PdSi interfaces [16].
Similar variations are likely to be observed in NiSi 2 inter-

faces. We will attempt to correlate the interface models ob-
tained from optical spectroscopy (dielectric constant as a
function of depth) with our own studies based on electron
spectroscopy, in particular AES depth profile results. Our
overall objective will be to determine if optical spectros-
copy can provide a nondestructive means of probing interface
dielectric properties.

(ii) Surface Adsorbate Systems
Our EELS study of underlayer oxygen formation

on Al(lll) opens a new area of application for EELS spec-
troscopy. Our current efforts are centered on attempts to
obtain a more quantitative account of our Al(lll)/0 data.
We observe three peaks in the EELS spectra for oxygen on Al
whereas only two are expected based on the known structure
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of the system. To understand the origin of the third peak
(which is small in comparison to the major peaks corresponding
to surface and subsurface oxygen) we are modelling the oxygen
and subsurface oxygen sites based on a 13 layer aluminum slab
with Leonard-Jones force constants. This calculational pro-
cedure should permit us to model linewidths produced by mode
coupling and peak positions. We hope to obtain a semiquant-
itative picture of the origin of the three peaks and their
widths.

(iii) Non Reactive Metal/Silicon Interfaces
As mentioned earlier, no silver silicide is

easily formed. However, diffusion of Ag into Si (or v ce
versa) has been reported at elevated temperatures (400 C)
[17). Furthermore, Au is reported by the same authors to
form a silicide but only for overlayer thicknesses in excess
of 15 R. Our preliminary results disagree in the case of Ag-
Si where we find no evidence for penetration on the basis of
TPD data. This point must be pursued further by doing care-
ful annealing experiments and modelling the AES and TPD re-
sults. In any case, it is agreed that room temperature dep-
osition of Ag gives epitaxial Ag overlayers and no silicide.
We plan to study the 2-D electronic structure of these thin
layers using ARUPS. The case of Au is also very interesting
since it appears that thin surface silicides could be formed
or avoided simply by changing slightly the conditions of Au
deposition and annealing. Such a system is attractive as a
bridge between the very reactive systems like Ni-Si and the
non-reactive systems like Ag-Si.

(iv) Metal/Metal Oxide and Metal/Metal Systems
The detailed description and understanding of

interfaces between metals and metal oxides is an important
materials problem in the sense that the growth and extent of
such interfaces and layers have a marked effect on electronic
properties. Our goal in this portion of the subunit is two-
fold: (1) to develop techniques for quantitative surface
analysis and depth profiling that are less destructive and
capable of higher near-surface resolution than the standard
sputtering/electron spectroscopic methods and (2) to make
detailed measurements of the growth kinetics, the atomic and
electronic structure using the techniques of in situ controlled
submonolayer metal deposition, flash desorption, XPS, LEED, and
AES, we intend to investigate such systems as Al/Pt/02 and

Ag/Rh/N2 0. Our interest in the Al/Pt systems stems from our

experience with oxygen on these two metals. Aluminum forms
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very stable oxides, while Pt does not. It does, however,
form surface oxygen compounds under conditions where bulk
oxides are unstable. We propose to examine in detail sub-
monolayer to multilayer amounts of Al deposited on single
crystal and polycrystalline Pt followed by exposure to either
N2 0 or 02. From these measurements a reasonably detailed

22*
picture will emerge of what structures are formed and at what
rates. In addition the electronic structure and the stabil-
ity of various atomic structures can be evaluated in detail.
As noted in our Progress section similar work is underway
on Ag/Rh.

Depth profiling methods can also be used to
analyze the growth of metal-silicides such as Ni, Pd, and Pt.
This work will be pursued in parallel with the work described
in section (1). The significance of the silicides in solid
state devices makes this an important addition to our pro-
posed work.
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A. PROGRESS: This research unit is concerned with analyti-

cal and experimental studies of nonlinear wave interactions
in physical systems. The work may be subdivided into two

areas: (1) the development of digital time series analysis

techniques useful in analyzing and interpreting fluctuation
data generated by nonlinear wave interactions in various
media, and (2) nonlinear optics in the infrared spectral re-
gion in molecular gases.

1. Nonlinear Wave Inleractions: The objective of this work
s to develop digital time series analysis techniques that

enable one to properly analyze and accurately interpret exper-
imental fluctuation data associated with nonlinear and/or
nonstationary wave phenomena in a variety of media. One of
the principal characteristics of any nonlinear system is the
introduction of new frequency components, e.g., harmonics
and intermodulation products. The "efficiency" with which
these new spectral components are generated is given by an
interaction or coupling coefficient. In the case of nonlinear
systems where one can define an "input" and "output", the
"efficiency" with which the new spectral components are gen-
erated is described by nonlinear transfer functions. For
quadratically nonlinear interactions, the coupling coeffi-
cients or 4-ransfer functions are two-dimensional functions
of frequency. For cubic interactions, the corresponding
coupling coefficients or transfer functions are three dimen-
sional functions of frequency. This clearly suggests that
higher-order (i.e., multi-dimensional functions of frequency)
spectral densities must be utilized to appropriately analyze
and interpret fluctuation data associated with nonlinear phys-
ical systems. For a quadratically and cubically nonlinear
system, the bispectrum B(wIw 2 ) and the trispectrum T(w1I, 2 ,W3 )

are the appropriate spectral densities, respectively. During
the past year our research efforts have focused on the fol-
lowing topics summarized in subsequent paragraphs.

a. Nonlinear System Modelling in the Frequency Do-
main: The objective of this continuing effort is to investi-
gate the practical aspects of modelling in the frequency do-
main the linear and nonlinear relationship between two phys-
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ical fluctuating quantities x(t) and y(t). Let x(t) denote
the "input" and y(t) the "output". Given two experimental
observables x(t) and y(t), first one would like to ascertain
whether x(t) and y(t) are linearly and/or nonlinearly related.
Second, one would like to model the relationship between
X(f) and Y(f) (the Fourier transforms of x(t) and y(t), re-
spectively) with aid of a hierarchy of transfer functions.
Although modelling in the time-domain has received a great
deal of attention in the past several years, we have focused
on the frequency domain since one can then relate the fea-
tures of the model to relevant physical phenomena such as
nonlinear wave-wave interactions. Also, the frequency domain
approach allows one to generalize the concept of coherency,
thus providing the experimentalist with a quantitative mea-
sure of the goodness of the linear, quadratic, and cubic na-
ture of the model as a function of frequency.

In carrying out this work our approach has been
to utilize the functional (i.e., integral equation) black-
box approach. This approach is particularly appropriate when
one has only the input and output time series data to work
with, but no, or very incomplete knowledge, of the nonlinear
differential equations characterizing the system. For non-
linear system modeling, there are two representations com-
monly discussed, the Volterra functional representation and
the orthogonalized Volterra functional representation. In
contrast to the majority of past work done in this area [1],
which stressed the time domain, we have focused on a fre-
quency approach, with particular emphasis on the orthogonal-
ized functional representation. The frequency domain approach
facilitates the computation of the nonlinear transfer func-
tions through the use of the FFT algorithm and provides an
interpretation of the nonlinear functionals in terms of wave-
wave interactions. Furthermore, the difficult problem of
so-called "diagonal integrals" in the time domain approach
can be understood in the frequency domain in terms of self-
interactions of waves or degenerate wave coupling. Lastly,
the orthogonal functional model (involving a hierarchy of
nonlinear transfer functions), provides a best fit between
the model output and actual system output in a least-mean-
square error sense. Our previous work on modelling the lin-
ear and nonlinear relationship between two fluctuations with
the aid of a hierarchy of nonlinear transfer functions is
described in Ref. [2]. Of particular importance is the fact
that in Ref. [2], it is pointed out that the nonlinear trans-

fer functions may be determined directly from the input-out-
put data, by using FFT techniques to compute appropriate
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higher-order cross spectra (e.g., the cross-bispectrum, cross-
trispectrum, etc).

We are currently applying this knowledge to
the following three areas of technical importance: (1) elec-
tromagnetic wave scattering from nonlinear targets, (2) sea
wave-induced nonlinear drift forces on moored-vessel systems,
and (3) determination of aerodynamic transfer functions
throughout the flight envelope. The "nonlinear" electromag-
netic scattering work is being carried out under JSEP spon-
sorship, while the latter two projects are sponsored by other
agencies. For this reason we briefly review the scattering
applications.

A number of man-made objects, which are to be
detected by radar, exhibit nonlinear effects which result in
new frequency components (e.g., intermodulation products,
harmonics, and "degenerate" frequencies) appearing in the
backscattered field. In a recent paper [3] we presented a
conceptual model which allows one to systematically charac-
terize nonlinear scatterers in terms of a hierarchy of linear,
quadratic, cubic, etc. radar cross sections. The concept of
"nonlinear" cross sections allows one to generalize the ra-
dar equation for a nonlinear target. This "nonlinear radar
equation" may be regarded as a generalization of the harmon-
ic radar equation [4]. In Ref. 3 it was pointed out that the
various nonlinear radar cross sections can, in principle, be
computed, in terms of higher order spectral density functions,
from the transmitted and scattered signals. Our most recent
efforts, based on numerical simulation, have been concerned
with the practicality of applying these concepts to nonlinear
scatterers. Our preliminary results were described at a
National Radio Science Meeting [51 and our most recent re-
sults are tentatively scheduled to be presented at the RADAR-
82 Conference in London [6]. Specifically, both of these
papers deal with the practical details surrounding the digi-
tal implementation of higher order spectral analysis required
to analyze backscattered data from nonlinear targets. The
results of a computer simulation of scattering from a target
containing both linear and cubic features supports the valid-
ity of the approach described in Ref. [3]. Of particular
interest is the result that the cubic nature of a target may
be detected and investigated by appropriately processing the
return at the fundamental frequency, rather than at the third
harmonic. For a target containing both linear and cubic fea-
tures, the return at the fundamental frequency w0 will con-
sist of two parts. The first is due to the linear nature of
the target, the second due to the cubically generated degen-
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erate component at w (i.e., the w component in the expan-
3 0 o

sion of cos w t). We have demonstrated how digital cross-

trispectral analysis may be used to isolate the degenerate
signal at w from the linear return, even though both com-

ponents are at the same frequency. Finally, results des-
cribing the relative insensitivity of the approach to low
signal-to-noise ratio has been demonstrated. This relative
insensitivity is primarily due to the fact that the approach
rests upon a novel method (based on the properties of the
cross-trispectrum) to detect phase coherence, rather than on
the absolute amplitude of the signals of interest.

b. Experimental Determination of Quadratic
Coupling Coefficients: Previously, we have reported on at-
tempts to identify [7] and quantify [8,9] using digital bi-
spectral analysis, the presence of wave-wave interactions in
a fluctuation spectrum. These earlier results obtained un-
der JSEP sponsorship are now being utilized in an NSF spon-
sored study of the role of nonlinear wave-wave interactions
in the evolution of turbulence in fluids [10-12]. The tran-
sition to turbulence is characterized by the appearance of
new spectral components and the continual redistribution of
energy among existing and new spectral components. In those
cases where a three-wave coupling model is appropriate we
have shown that such spectral energy transfers may be esti-
mated using digital bispectral analysis techniques to deter-
mine coupling coefficients and power transfer functions [10-
11].

c. Experimental Determination of the Joint
Power Spectrum P(k,w) : Although this work does not involve
nonlinear phenomena per se, it does involve one of the funda-
mental diagnostic problems involving the physical interpre-
tation of fluctuation phenomena. In order to more completely
describe a space-time fluctuation, one needs to estimate the
joint wavenumber-frequency power spectrum P(k,w) which char-
acterizes the spatial and temporal properties of the fluctu-
ation. We have finished developing a digital method for es-
timating the joint power spectrum, which requires measure-
ments at only two spatial points for a one dimensional fluc-
tuation. The work will appear in Journal of Applied Physics
[13]. The key idea is to determine the fluctuation power in
the joint intervals (k, k+Ak) and (w,w + Aw), where k and w
denote the wavenumber and frequency, respectively. Specific-
ally, we introduce the concept of the local wavenumber and
frequency spectral density, which can be estimated using
spatially fixed, point data sources ("fixed probe pairs");
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and describe the relationship of this spectral density to
the conventional wavenumber and frequency spectral density
and the cross power spectral density. The local wavenumber
and frequency spectral density is shown to be equivalent to
the conventional wavenumber and frequency spectral density
when the fluctuation is stationary and homogeneous and con-
sists of a superposition of wave packets; such a fluctuation
is the basic model used in many turbulence theories. A dig-
ital method for estimating the local wavenumber spectrum has
been developed and applied to the study of drift wave turbu-
lence in an rf-excited discharge. The statistical dispersion
relation and wavenumber spectral width, computed from the lo-
cal wavenumber and frequency spectrum of the drift wave tur-
bulence, are compared with the conventional spectral moments
computed using the correlation method of Iwama and Tsukishi-
ma; good agreement is found over a wide range of frequency.
A frequency integrated wavenumber spectrum is computed; both
frequency and wavenumber spectral indices are found indepen-
dently. The local wavenumber and frequency spectrum is a
completely new approach to the use of fixed probe data, and
we believe it can greatly extend the quantity of information
available from fixed probes, which are the principal tools
in many, if not most, fluctuation experiments. It should be
emphasized that the technique will be equally useful in
studies of space-time fluctuation phenomena in solids, liquids,
and gases. We are currently investigating the feasibility of
utilizing these techniques to study the space-time character-
istics of 1/f noise in thin metal film resistor arrays.

d. Three-Wave Nonlinear Optical Interactions
in Dispersive Media: This work was also completed and pub-
lished recently in IEEE Journal of Quantum Electronics [14].
We treated in detail the situations corresponding to the
presence and the absence of dispersion in the medium. For
each of these situations, both the degenerate and nondegen-
erate cases were considered. For all of the situations con-
sidered, we have chosen to work within the framework of a
realistic and specific numerical example of an OPA, consist-
ing of a LiNbO 3 crystal illuminated by a pulsed pump of amp-

litude FWHM = 30 ps, X = 1.064pm, having a peak intensity of
14 2

10 W/m
We enumerate below the major results of this

study. The most important and novel result is that the
presence of dispersion leads to the formation of a substruc-
ture in the parametrically amplified signal when pump deple-
tion is permitted. In a LiNbO3 crystal of length 3 cm with
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an initial pump intensity of 1014 W/m 2 , very narrow %1.6 ps,
and intense I 40.8I pulses appear in the substructure.s - po
Experimentally, such a substructure with ultrashort compon-
ents has been reported by Kryukov et al. The nonlinear med-
ium in their experiment was LiIO in the form of two 2 cm

14 2
long crystals. With LNL 0.66 cm and 10 W/m , the
length necessary for the substructure formation to commence
is L % 1.0 cm and for distinct subpulses to be observed,

S -
Ls  2.0 cm. These values are within the range of the exper-

iment mentioned above.
Analytical study of the nondispersive degener-

ate case indicated that a two-pulsed substructure is formed.
This substructure commences when pump regeneration begins
and the pulses result from a depletion of the signal pulse.
Depletion continues with the signal vanishing and the pump
becoming completely regenerated asymptotically. In the
presence of dispersion, as noted previously, a multipulse
substructure arises. In addition, the process exhibits a
periodic transfer of energy between the pump and the signal,
in marked contrast with the nondispersive case. The period
diminishes with increasing propagation distance in the non-
linear crystal and with increasing values of the dispersion

coefficient.
The nondispersive nondegenerate situation also

exhibits such a substructure. However, in contrast to the
degenerate case, the number of subpulses continues to in-
crease. A similar effect is observed for the dispersive case.
Oscillatory energy transfer between the pump wave and the
other two waves is observed. This result is known for the
nondispersive case. However, the interesting feature of the
nondegenerate case is that the behavior of the energy trans-
fer is almost the same for both the dispersive and the non-
dispersive cases. This is to be contrasted with the behavior
in the degenerate regime. Analysis of the dispersive cases
shows that the dispersive effects are separable to an extent
and that the evolution of the solution is basically controlled
by the nonlinear interaction terms.

Work on Nonlinear Wave Interactions will con-
tinue with emphasis on scattering from nonlinear targets,
utilization of P(k,w) spectral densities to investigate the
space-time statistics of 1/f noise. Related work involving
the measurements of aerodynamic transfer functions and studies
of nonlinear wave interactions in the transition to turbu-
lence are supported by the USAF Armament Technology Laboratory
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and the National Science Foundation, respectively.

2. Nonlinear Optics: The objective of the continuing re-
search in nonlinear optics is to study new types of resonant
optical nonlinearities in molecules at infrared wavelengths.
This research employs optical third harmonic generation (THG),
multi-photon absorption and degenerate four wave mixing
(DFWM) to measure the nonlinear properties of two classes
of molecules; those with a single two-photon resonance and
those that are at least approximately triply resonant. When
this technique is used with a step-tunable CO laser, the

2
spectral dependence of the nonlinear susceptibility, its
magnitude, and the influence of limiting processes can be
measured. The work this year focuses upon degenerate four
wave mixing in triply resonant SF6 , and the conclusion of

the study of THG in CD Both cases emphasize narrow and
strong resonant processes.

A series of THG experiments have been performed
on CD4 at room temperature and at 193K, exciting with the

P(8) through P(16) lines in the 9 micron band of a CO TEA
2

laser. The room temperature results have been published [151
while a complete publication is still being prepared. We
measured the THG dependence on gas pressure and fundamental
laser power for each of the indicated laser lines. Due to
fundamental absorption at about J=20 on the tail of the v
absorption band, the maximum THG signal occurred at 300 Trr
pressure. At lower pressures, a factor of three enhancement
in THG was observed compared to CO.

The first results suggest double benefits to
be gained by cooling the gas. First, the high J absorption
of the fundamental should decrease dramatically; the second
the Raman spectrum in the vicinity of the two-photon reson-
ance should simplify. The result should be higher ultimate
conversion efficiency in the first case, and a more easily
interpreted THG spectrum, with possibly higher conversion,
in the second case.

Experimental data confirms these predictions.
The absorption did fall below the measurement limit, and the
THG efficiency did increase by a factor of 3-4 depending on
laser frequency. Modeling of this data is still underway
and a publication is being prepared.

An experimental study of degenerate four-wave
mixing (DFWM) in SF6 gas was also undertaken. DFWM and the

accompanying losses were studied for the P(8) through P(28)
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CO2 laser lines in the 10 micron band. Parameters were gas

pressure, buffer gas mix, and pump wave intensity.
The main objective of the work was to model

and to verify experimentally the cause of the sudden drop
in conjugate reflection efficiency for increasing gas pres-
sures. Both increased absorption of the pump beams and the
pressure broadening of the resonances were suspected.

Most of the experimental results were obtained
with an experimental configuration with a retro-reflected
pump wave. The backward travelling pump is allenuated by
two passes through the gas cell. A symmetic configuration
with identical pump waves was also used and showed qualita-
tively similar behavior to the retro-pump configuration. All
modeling was done for the retro-pump case.

Experiments with N2 as a buffer gas showed on-

ly a small, slow variation in conjugate reflectivity and ab-
sorption as a function of pressure. Thus, pressure changes
in the resonance lines was eliminated from the model.

The final model which gave a good fit to the
drop in conjugate reflectivity versus pressure, considered
spatially dependent saturated absorption of the pump waves.
The saturated absorption of the gas was first measured using
conventional techniques. The intensity of the pump waves at
any point in the saturable absorber can be determined. By
an integration over the interaction length, the conjugate
wave amplitude and reflectivity was then obtained. Pump wave
depletion is included. Peak conjugate wave reflectivities
of up to 27% were measured.

During the course of this work, a similar study
was published by workers at Hughes Research Labs [161 which
duplicated much of our work, particularly the variation of
the conjugate reflectivity with laser frequency. Our model
for the effects saturated pump wave absorption and pump wave
depletion remains as a unique result of this project.

Research on new nonlinear optical processes and
materials will continue. Emphasis will shift from gas phase
molecules to solid state materials, chiefly semiconductors
with near band-gap infrared laser excitation. The nonlinear
processes in these materials, particularly multiphoton ab-
sorption, contribute both to the optical damage and to the
melting and annealing of these materials. Our research will
pursue an understanding of these high energy laser-material
interaction processes.
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A. RESEARCH OBJECTIVES The experiments done in our research
unit emphasize structural and dynamical studies of molecular
systems using non-linear interactions with electromagnetic
radiation for detection and/or for state-selective excitation.

* The scientific objectives are (1) additional knowledge of the
basic process of non-linear interaction of matter with light,
(2) development of non-linear techniques as dynamical probes,
(3) structural studies of excited states of molecules and
ions previously unavailable for study, and (4) studies of
energy transfer processes in both collisional and collision-
free environments. These objectives will be pursued under
three research efforts: non-linear scattering of electro-
magnetic radiation, inelastic and superelastic scattering of
electrons from excited states produced selectively by laser
excitation, and dynamical studies of excited molecules pro-
duced by multiphoton excitation.

B. PROGRESS:

1. Electron scattering from excited molecules. In the study
of atoms and molecules by electron scattering, three main
processes yield detailed information about the target. In-
elastic scattering involves a transfer of a portion of the
energy of the incident electron to the target, elastic scat-
tering involves a change in direction of the incident elec-
tron without a change in energy, and superelastic scattering
involves a transfer of energy from the target (if it is in
an excited state) to the scattered electron. In addition,
total scattering (inelastic plus elastic) can yield a great
deal of information, when used in conjunction with the proper
theory. The measurement of these four types of scattering
is useful in several energy ranges: low energy, involving 1-
1000 eV electrons, medium energy with 1-10 keV electrons, and
high energy with electrons of energy 30-50 keV. Each energy
range has its own area of contribution to knowledge about
the molecule or atom in question.

The differential cross sections for electron
scattering at high incident energies can be considered to be
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the Fourier transform of the orientationally averaged elec-
trostatic molecular potential function of the target gas. In
our latest studies we have concentrated on the anharmonic force
const ants in the potentials of SF6 , CO2 and We have shown
that the molecular force constants of the latter two derived

from spectroscopic data are compatible with our results while
the SF potential is still quite inaccurate [1,2,3]. This work
was initiated with JSEP support and is now funded by the NSF.

Inelastic scattering at all energies has been
known to be a valuable tool in understanding the excited
electronic states of atoms and molecules for many years.
Pioneering work by Geiger [4] at high energies and Lassettre
[5] at low energies has shown the value of this technique.
In the past fifteen years much work has been done in this
field, and new techniques have been developed to the point
where significant contributions can be made to the understanding
of the electronic states of atoms and molecules.

A relatively unexplored field is the counterpart
to inelastic scattering; superelastic scattering. Although the
electron beam apparatus is exactly the same as that used for
inelastic scattering, the necessity of a laser as the exci-
tation source and the extra technological problems of a three
beam (electron, gas, and laser) crossed-beam experiment make
superelastic scattering a much more difficult process to mea-
sure. However, a good deal more information stands to be
gained from it. Just as inelastic scattering can determine
the selection rules of the transitions from the ground state
by observing the angular dependence of the intensities, super-
elastic scattering can determine the transitions from the
excited state. This gives direct information about the ex-
cited state. One can, for example, observe the transfer of
energy from one excited state multiple to another via L-S
coupling at a Fermi resonance. Also, since the laser is a
very monochromatic light source, the high resolving power of
optical spectroscopy is realized in the excitation of a spe-
cific molecular state. This helps to overcome the resolution
limits of ordinary inelastic scattering.

The feasibility of superelastic scattering
having been established in experiments using Na, Ba, and 02

[6,7,81, we have started our investigation of superelastic
scattering with the molecues NO2 and 12.

Significant progress has been made on two
fronts. We have shown that our newly designed low energy electron
gun is capable of producing intense (10 micro amp) electron beams
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as low as 100eV. However, the true novelty lies in the fact
that the energy distribution in the electron beam is domi-
nated by a Maxwell distribution determined by the temperature
of the emitting tungsten filament. The common anomalous en-
ergy spread (often referred to as the BOERSCH effect) has
been avoided by the careful design of the electron optics.
The lenses were adjusted so that no beam cross-overs with
high electron densities were produced and thus only the the-
oretical minimum of additional energy spread has to be tol-
erated. This achievement is particularly important to our
proposed experiment since the electron beam has to be mono-
chromized in order to resolve the vibrational states of the
molecules. This means only a slice of the energy distribu-
tion function can be used. Thus the intensity of the selected
electron beam will be reduced at the same rate as the origi-
nal beam energy distribution widens.

The experimental results were confirmed with a
computer program which calculated the electron trajectory
including all aberrations and the effects of the beam's space
charge. This program was kindly provided to us by Dr. Her-
mannsfeld at SLAC [9]. The experimcntal and theoretical
results have been published in Ref. 10. We are confident that
this study is a significant step forward in the technology of
LEED (low energy electron diffraction).

The second area where we made important progress
is our laser facility. Preliminary studies in optical pumping
efforts showed that the spectral density of a simple linear
dye laser is far to small to saturate even the few molecules
which are in the suitable vibrational-rotational states to
participate in the excitation. During the last few months
the dye laser was modified by adding a Michelson interferom-
eter. The resulting light is a single mode (about 50 MHz
width) and intensities up to 800mW can be reached. The pumping
efficiency is further enhanced by the use of a multipass cell
with a common focal point [11] by a factor of 50.

2. Collision-induced light scattering of the rare gas like
diatoms was investigated [12,131. For the first time, polar-
ized collision-induced scattering was observed of the argon,
krypton and xenon diatoms, and models of the trace of the
diatom polarizability tensors obtained [13,14]. At the
same time, the most accurate empirical anisotropy functions
for all rare gas pairs are obtained and compared with the
ab initio computations where these were available [121. Par-
ticularly the state-of-the-art configuration interactions
(C.I.) calculations could be critically compared with the
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new measurements [15,16]. A long-standing uncertainty con-
cerning the argon diatom light scattering cross section could
be finally resolved [17], which is significant as essentially
all measurements of collision-induced scattering intensities
can now conveniently and accurately be referenced to argon.
Collision-induced absorption profiles were also computed for
several rare-gas mixtures, based on the ab initio induced
dipole moments available [18]. Whereas in HeAr and ArKr
mixtures the agreement of the experiments with the fundament-
al theory is very good, typically better than 10%, for the
NeAr mixture a stark disagreement is observed, which must be
due to inaccuracies of the semi-empirical interaction poten-
tials used to calculate the line shapes. A refined repuls-
ive NeAr potential is obtained [191. As an aside, the photon-
assisted recombination of hydrogen atoms could be investigated
for the first time, using the computer codes developed pre-
viously for this program [201.

Finally, the computer codes used for the eval-
uation of collision-induced scattering [21] (CIS) could be
modified to also account for collision-induced absorption
(CIA). Collision-induced absorption was first observed by
Kiss and Welsh [221. We use as input the ab initio collision-
induced dipole moments obtained by Byers Brown and coworkers
[23,24] to compute from the adiabatic, wave mechanical theory
spectral profiles for direct comparison with the measurements
[251. Whereas in most cases a most satisfactory agreement is
observed, for neon-argon mixtures a substantial inconsistency
was seen, but not yet understood. More work is required to
shed light on this serious inconsistency, which seems to af-
fect all mixtures with neon [18].

3. Energy transfer reactions are being studied at large
pressures following selective excitation of atoms and mole-
cules by two-photon laser excitation. Traditional studies
of the excitation transfer have emphasized studies of the
microscopic behavior of energy transfer in two-body colli-
sions at low pressures. At liquid densities, reactions are
usually limited by transport of the reactants; and micro-
scopic interactions at short ranges are relatively unimportant.
In high pressure gases one might observe the effects of trans-
port and the alteration of microscopic reactions by three

, body collisions (termoleculor reactions).
Previous studies of energy transfer in rare

gases have been conducted using electron impact excitation
[26,27,28,291 as a means of depositing energy. This method
suffers from a lack of selectivity. Some other excitation
mechanisms that have been used are discharge combined with
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single-photon excitation [30,31] and single-photon excita-
tion [32]. The discharge method is restricted to pressures
below 20 Torr.

The use of two photon absorption as a means of
selective excitation [33] offers several advantages over the
other excitation techniques. This method can be very selec-
tive if narrow band lasers are used. Indeed, Doppler-free
spectroscopy can be conducted to reveal very fine detail in
the absorption profile. Many states can be accessed via two
photon absorption since transitions of AJ=0, +1, +2 are al-
lowed. There is no limit on the pressure range for the
sample-even liquid and solid phases can be studied.

The use of state selective excitation in the
measurement of energy transfer rates results in simplifica-
tion of the data analysis and minimal computer modelling.
The fluorescence from the excited state and states produced
by collisions is used to monitor the transfer rates. Branching
fractions and energy disposal are determined by measuring the
ratio of the integrated intensities of each of the fluores-
cent stetes to that of the excited state. We will measure
transfer rates with a tunable, modelocked c.w. dye laser. Be-
cause of the high spectral intensity of this laser (1.56 x

1010 photons/pulse-A at 5 x 106 pulses/sec) the number of ex-
cited states produced by two-photon absorptions should be
nearly equal to the number produced by resonant absorption of

synchrotron radiation (3 x 103 ph/pulse/A). Because of the
high repetition frequency of this laser our single photon
correlation technique remains an accurate method for studying
the time dependence of the fluorescence and decay times as
short as 20 psec should be measurable.

Initial experiments have begun with studies of
collision processes of the 6p manifold of xenon following
two-photon laser excitation. These experiments use a dye
laser pumped by a nitrogen laser. This laser has been used
with a 20 GHz linewidth to study linebroadening of the 2P5'
2p6 and 2p9 for large wavelength ranges at pressures from 10

Torr to 10,000 Torr [34]. With the use of this high power
laser (> 100 watts of ultraviolet radiation in a 5 nanosecond
pulse) a large flux of photons reaches the photodetector.
The flux produced is large enough that the response time of
the photomultiplier makes single photon counting techniques

impossible, but small enough to make usual analogue techniques
impractical.

We have developed a detection scheme based on
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digitizing the charge at the photodetector for the first 100
nsec following excitation. This charge is divided by the
mean charge for a single photon event and added to individual
photons counted at later times. This enables the detection
of up to 900 photons per laser pulse. This signal is limited
by the linearity of the photomultiplier. We have found the
precision of this detection systEem to be limited by Poisson
statistics for signals from 10 to 900 photons per laser
pulse. Our noise levels are limited by scattered light to

levels of 5 x 10- 3 photons per laser pulse.
We have measured fluorescence spectra near 828

nm produced by excitation of 2P5 at various pressures. Simi-

larly, we have observed fluorescence of 2p6 near 823 nm and

2p9 at 905 nm. At low pressures, energy disposal is pri-

marily via photoemission and some radiationless quenching by
ground state atoms. At higher pressures, mixing within the
manifold starts to populate several other states in the same
manifold. A comparison of the integrated fluorescence in-
tensities from all populated states enables us to determine
the degree of mixing and other deactivation processes. Exci-
tation spectra were also obtained by scanning the laser while
monitoring a single fluorescence line. We now have a signif-
icant number of excitation spectra of 2 p5 , 

2p6, and 2p9 for

pressures from 1000 to 10,000 Torr. These continuum spectra
are shifted to the red which suggest they result from either
the population of bound excimers dissociating to the above
atomic levels or they are transitions from the repulsive part
of the lower dimer levels to less repulsive excimer surfaces.
These results were recently reported at.the DEAP meeting [35)
and a Ph.D. dissertation [36].

We have also observed dipole-quadrupole two-

photon transitions to 5p55d[7/213 . This transition is 3 1/2

orders of magnitude less probable than the dipole-dipole
transitions to 2p5, 2p6 or 2p9 . In Fig. 1, we show a broad

scan indicating the observed transitions. As well in Fig. 1
we observe a weak continuum between 2P5 (6p[i/210 ) and

This feature is near the 5p55d[7/2 state
2P 6 (6p[3/2] 2 )0
which is forbidden even in dipole-quadrupole approximation.
At intermediate internuclear separations, however, this state
crosses repulsive curves from 2P6 and 2P8; hence we would

expect larger two-photon transition rates at smaller inter-
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internuclear separations near crossings. This model is sup-
ported by the observations that larger rates for production
of 2p8 by collisions are observed when the pump laser is tuned

near the crossing than when it is tuned at either 2p5 or 
2P6 .

Precision excitation spectra in the wings of 2p
2p and 2p9 have been measured for several pressures. These

spectra will enable determination of potential surfaces for
excimer states with two photon allowed configurations. We
have also obtained high resolution (750 MHz) spectra of the
line shapes in both the line core and wings at pressures up
to 760 Torr. These spectra have sufficient precision to test
recent unified line shape theories when applied to our exper-
iments [37].

We have continued with efforts toward using the
synchronously pumped dye laser for time dependent studies.
We have mode locked the u.v. lines of the argon ion laser and
succeeded in obtaining picosecond pulses from Stilben 3 dye.
To date we have obtained 6 mW average power at 440 nm pulse
widths on the order of 20 psec and a repetition rate of 6 MHz.
The doubled power from this laser is currently insufficient
for the two-photon experiment. We are now trying to increase
the pump power available in the u.v. from our ion laser by
using an all-lines mode locker, and we have reduced the dye
laser cavity loss by using birefringent filters rather than
a wedge for tuning. Tests are now in progress.

C. FOLLOW-UP:

1. One major barrier has to be overcome before the scattering
experiment can be tried again. When the molecules exit the
beam-forming nozzle, they are at room temperature with the
accompanying Boltzmann distribution for the occupation of the
rotational and vibrational states. Due to the relative high
density of states, the number of molecules in our scattering
target occupying a particular state is very small. Since we
estimate that we need to excite about 5% of the molecules we
plan to cool the gas target using the adiabatic cooling which
occurs in supersonic nozzles. NO2 has been cooled success-

fully in this gay before with the internal temperatures
dropping to 80 K for tha vibrations and 10 K for the
rotations. Unfortunt rely, this molecule tends to form di-
mers and nothing is currently known about the dimer concen-
tration in these supersonic jets. Therefore, we are presently
engaged in rebuilding our vacuum system to handle a super-
sonic jet assembly and are installing our quadrupole mass
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spectrometer to cope with these questions.

2. Summarizing, it is seen that our work concerning CIS of
the monatomic gases has come to its conclusion. Two major
review articles describe our efforts in this field [12,181.
The related CIA study [18] of rare gas mixtures provided an
interesting extension of our goals and is also considered
complete at this time. Currently, our new measurements con-
cerning simple molecular gases are being evaluated and will
be compared with the fundamental theory, while preparations
are being made to measure certain non-linear properties of
collisional pairs of atoms and molecules.
3. We propose to continue studying energy transfer and quen-
ching of xenon excited atoms and excimers. Some effort will
be directed to the analysis of the excimer spectra we are now
obtaining in pure xenon gases. New experiments will study
excitation transfer in other rare gas buffers. Particularly
interesting is the possibility of studying "forbidden" exci-
tation transfer from xenon atoms and excimers to krypton.
Two reactions are possible

Xe(5p 56p) + Kr(4p 6 ) Xe(5p 56s) + Kr(4p 6

Xe(5p 56p) + Kr(4p 6 ) - Xe(5p 6 ) + Kr(4p 55s)

The first reaction should have a small cross section because
a large electronic energy must be transferred to translational
motion of the Kr atom. The second reaction is "forbidden"
because a quadrupole term in the scattering potential is re-
quired to deactivate the xenon atom.

We have completed construction of a new sample
chamber and optical elements for two-photon excitation studies
of liquid and solid xenon. Experiments on this chamber will
also begin in the coming contract year. Line broadening of
xenon excimers will also be studied at low pressures and
temperatures; where bound-bound transitions may be observed.

We are also constructing a new chamber where
mixed gases can be flowed while maintaining high pressures.
Flowing of the gas will remove dissociation products pro-
duced when studying energy transfer to molecular dopants.
These dopants will allow the measurement of energy disposal
in vibrational and rotational levels of product states.
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A. OBJECTIVES AND PROGRESS: The objective of this research
unit is to investigate certain collective aspects of the non-
linear interaction of gas-phase atoms with resonant electro-
magnetic radiation. Particular emphasis is placed upon the
study of "simple" systems, that is to say physical systems
that are on the one hand experimentally realizable and which
are on the other hand amenable to detailed microscopic analy-
sis. For such systems one can hope to address the question
of the contribution of microscopic quantum fluctuations to
macroscopic phenomena.

Following this general guideline we have devoted
our principle effort over the past year to a study of the
cooperative nature of resonance fluorescence in optical bi-
stability with "two-level" atoms. Interest in the field of
optical bistability arises from a number of distinct points
of view [1,2]. First of all, from the point of view of fun-
damental studies of the interaction of radiation and matter,
theoretical investigations of optical bistability have served
to extend our understanding from single-atom resonance fluor-
escence to a case in which collective atomic fluorescence can
play a dominant role in determining a system's evolution. In
the general context of the study of the fluctuation and relax-
ation processes for nonlinear systems driven far from thermal
equilibrium, optical bistability has received attention due
in part to the close resemblence between the hysteresis cycles
of optical bistability and of ordinary first-order phase
transitions [3,4]. Finally there is the potential that bi-
stable devices might serve as building blocks for optical sig-
nal processing systems, as for example in an optical communi-
cations network.

Of the numerous schemes for achieving bistable
switching (including electronic feedback, reflection at a
nonlinear interface, and self-focusing), the subject of our
research is the bistability that results from the coupling of
an optical nonlinearity to the repeated reflections inside a
Fabry-Perot or ring resonator. As previously mentioned, the
source of the optical nonlinearity for our experiments is
chosen with an eye toward a system of the greatest conceptual
simplicity. By undertaking experiments involving "two-level"
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atoms, we are making an investigation of optical bistability
free from certain "complicating" features such as inhomogeneous
broadening, optical pumping, or other nonradiative relaxation
mechanisms. The theoretical descriptions for such a system
of two-level atoms are numerous [5-101 and predict a wide
range of phenomena which are of relevance to each of the areas
listed above. However in spite of the rather advanced state
of development of the theory almost no experimental informa-
tion is available for a bistable system comprised of homogen-
eously broadened, two-level atoms inside an optical resona-
tor [11,12]. The intent of our research is to address experi-
mentally several questions that until now have been treated
only theoretically for bistability in the "simple" arrange-
ment of two-level atoms inside an optical resonator.

Our JSEP research is divided into three sequen-
tial phases. At present we are pursuing an investigation of
the deterministic, steady-state regime in optical bistability.
The bistable system consists of a well-collimated atomic
beam passing through a high finesse optical resonator. The
atomic beam is optically prepumped to produce "two-level"
atoms [13,14] and is optically dense (at£ l). The characteris-
tics of the output versus input intensity to the resonator are
recorded for various densities of the atomic beam and for res-
onant and nonresonant atomic and cavity detunings. A compar-
ison of these results to current theoretical predictions is
being made to assess the importance of transverse effects, of
standing-wave effects, and of small instabilities in laser
frequency or cavity length.

The second phase of our work is to be directed
toward measurements of the fluorescent spectrum in optical
bistability. Such measurements will provide a step beyond
the deterministic understanding of optical bistability and
will begin to address the question of the stochastic nature
of the switching process. As the recent work of Carmichael
[15] and of Lugiato [16] demonstrates, so far as the fluor-
escent field is concerned, the dynamics of single-atom res-
onance fluorescence are reproduced with cooperative correc-
tions entering only to order 1/N (N = number of atoms inside
the resonator). Our preliminary experiments will be directed
along the lines of earlier work in single-atom resonance
fluorescence [17,18] to confirm the prediction of Carmichael
and of Lugiato [15,161. Subsequent experiments will explore
the behavior of the spectral density of the fluorescence from
the atoms inside the optical cavity in the region of critical
density for bistability. In this domain of large differential
gain the linearization procedures used in all theoretical
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analyses of the spectral density in optical bistability are
of questionable validity [19], and one might expect substan-
tial departures from the single-atom theory. It is in this
region of critical C (with C = cooperativity parameter of
Bonifacio and Lugiato [7]) that any aspects of cooperativity
in optical bistability should be apparent.

The third phase of the research program will study
the instabilities in optical bistability that lead to self-
pulsing (continuous light in, pulsed or chopped light out).
This is an area of intense current activity since states thatwere once thought to be stable against perturbation are now

predicted to be unstable. A number of different physical
mechanisms can be responsible for these instabilities, in-
cluding those discussed by McCall [20], Ikeda [211, and Lug-
iato [5]. It is our intent to investigate experimentally the
self-pulsing instability treated by Lugiato and coworkers
[5]. We should note that the physical origin of this self-
pulsing appears to be quite distinct from that responsible
for the period-doubling bifurcations predicted by Ikeda [213.
As shown by Carmichael et al. [22] the Lugiato and Ikeda in-
stabilities arise in distinct limits from a common character-
istic equation, with the limiting process for one type of in-
stability seeming to exclude the other. Our experiments will
be directed toward a mapping of the domain over which self-
pulsing occurs and an analysis of the temporal and spectral
features of the self-pulsing.

For our investigation of optical bistability as
outlined above we have developed an apparatus consisting of
the following three essential elements: (1) a well-colli-
mated, optically thick atomic beam to serve as a nonlinear
medium (2) a frequency stabilized, tunable dye laser for res-
onant excitation, and (3) an actively stabilized confocal
resonator through which the atomic beam passes. Our initial
investigations of optical bistability have been directed to-
ward a study of the variation of the hysteresis curve of
transmitted intensity versus incident intensity as a function
of atomic density for near zero laser and civity detunings.
For the atomic beam densities available from our apparatus
and for an empty cavity finesse of 300, we are able to explore
a large range of atomic cooperativity [7]. In absorptive bi-
stability this range allows us to record the development of
the input-output characteristics from well below to well above
the critical value for bistability. Figure (1) is the result
of recent measurements that we have reported [23,24] which
shows such a development, beginning with the onset of bista-
bility and leading to a point of fully developed hysteresis.
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To our knowledge these data represent the first observation
of the evolution of the steady-state hysteresis cycle in ab-
sorptive optical bistability and as such are the most signif-
icant achievement of our program over the past year. A pre-
liminary comparison of our data with theoretical treatments
that incorporate transverse effects (25,26] is shown by the
full curve in Figure 1. This comparison indicates reasonable
agreement between the predicted and observed values of crit-
ical C, but reveals a discrepancy between calculated and
measured switching intensities with the measured intensities
roughly 80% higher than expected. The source of this dis-
crepancy is not understood and is the subject of further in-
vestigation.

The experimental problems remaining in our study
of the deterministic regime in optical bistability relate to
the long and short term stability of the optical resonator
used in these experiments. A mechanical instability in the
length of the resonator of about one part in 10 limits the
sweep-to-sweep reproducibility of our data. In an effort to
improve the short-term stability of the cavity, a new optical
resonator has been fabricated in our machine shop. Prelimi-
nary work indicates that this new cavity should provide a fac-
tor of 20 improvement in passive short-term stability. For
further improvement of the short-term stability and for ab-
solute control of the length of the cavity over long times,
a servo loop is to be employed to lock the transmission func-
tion of the cavity to an external reference laser. The ref-
erence laser is a Mark-Tech Model 5800 Lamb-dip stabilized
He-Ne laser. Not yet implemented is a scheme for providing
tunability of the reference laser frequency with an acousto-
optical modulator to explore the dependence of bistability on
the cavity detuning 0. By tuning the reference laser fre-
quency, the stabilized length of the bistable resonator will
be varied relative to a given length £0'I with k0 equal to a

length for a transmission maximum for the empty cavity at the
atomic resonance frequency.

Other experimental problems associated with our
measurements are those of laser intensity and frequency sta-
bility and of maintaining a two-level atom at high intracav-
ity intensities. With regard to laser frequency stability,
we have initiated a project to reduce the linewidth of our
dye laser from 250KHz rms to a value closer to 10KHz through
the use of an intracavity electrooptic modulator. As well
an intensity stabilization unit utilizing an electrooptic
modulator external to the laser cavity is to be used to re-
duce the intensity fluctuations of the dye laser to an rms level
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below .5%. With regard to the question of maintaining a two
level system at high intracavity intensities, we note the
conclusions of Citron et al. [141 who found that small mag-
netic field inhomogenities and slight deviations from a state
of precise circular polarization can cause the two-level scheme
to break down at high field strengths. Our preliminary inves-
tigation of this problem is encouraging and is the subject of
a recent report [29].

From our preliminary observations in our atomic
beam apparatus, we propose to extend the work to make a sys-
tematic investigation of the steady-state parameter depen-
dences in optical bistability. Initially for absorptive bi-
stability (zero detuning between laser and atomic resonance
frequencies) and subsequently for dispersive bistability, the
values of the turning points of the hysteresis curve for both
incident and transmitted intensity will be recorded as func-
tions of C. In the interpretation of our results we will
attempt to address each of the three following issues: the
validity of the mean-field model for our system [7], the role
of standing-wave effects in optical bistability [301, and the
influence of transverse effects in producing either changes
in the hysteresis curve or alterations of the actual spatial
structure of the transmitted beam [25,26]. Given the appro-
priate theoretical context in which to frame our measurements,
we will next turn our attention to certain dynamical pro-
cesses in optical bistability, as previously discussed.

Although still in an early stage this work on
optical bistability has yielded significant results (Figure
1 is the first such measurement of its kind). With the sup-
port of the Joint Services Electronics Program I certainly
plan to continue this investigation to explore the analogy
between nonequilibrium phase transitions and optical bista-
bility, to study the time-dependent dynamics in optical bi-
stability, and hopefully to address the question of the role
of intrinsic quantum fluctuations in optical bistability. As
the research program grows, outside funding is being sought
for various aspects of the project. A proposal is currently
under review at the National Science Foundation relating to
work that has been started under the auspices of JSEP.
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Figure i.Incident laser intensity requ ired to switch the
bistable system (resonant cavity plus atomic beams)
versus atomic cooperativity C. The region of the
plot with two points in Y indicated for each value
of C corresponds to the regime of bistable operation
with two distinct switching points - one value of

~intensity causes a switch up and another a switch
down. The data are noralized such thit Y=10
corresponds to a cw pwer of 1.6 x 10- Watts inci-
dent upon the bistable resonator. The full curve
is the theoretical result from reference 26.
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THE UNIVERSITY OF TEXAS AT AUSTIN ELECTRONICS RESEARCH CENTER
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Research Unit EM81-1 GUIDED-WAVE DEVICES FOR THE FAR-
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Professor T. Itoh (471-1072)

Graduate Students: Yoshiro Fukuoka, Joe Haas, Doug Parse,
Juan Rivera, Yi-Chi Shih, Karl Stephan,
and Lingtao Wang

*A. SCIENTIFIC OBJECTIVES: This work has as its overall ob-
jective the identification, analysis and, finally, the pro-
totype demonstration of useful semiconductor wave-guide de-
vices for production and control of radiation in the frequency
range from ten to a few hundred gigahertz. This part of the
spectrum is uniquely suited to a number of DoD needs, but
its exploitation will require a mix of designs, some using
concepts first developed in integrated optics, and others
adapting microwave techniques. This research will focus on
use of the Gunn and IMPATT mechanisms for radiation sources
and on use of carrier injection and the field effect for elec-
tronic active guided wave devices such as modulators, active
filters and beam deflectors. For the most part, the device
concepts to be studied are compatible with planar waveguide
integrated circuit technology.

B. PROGRESS:
(a) Gain Devices

The work performed in the previous period has
resulted in description and characteristics of the gain mech-
anism in a distributed Gunn device made of a subcritically
doped GaAs layer [1]. In accordance with the theory, we de-
signed a coplanar type gain device. Double exposure masks
have been developed and several devices fabricated at Hughes
Aircraft Company. To date, two different substrate materials
have been used. Both have an epitaxial layer of about 3um
grown on a semi-insulating substrate. Their doping levels

14 3 14 3
are n 2 x 10 /cm and 8 x 10 /cm3 . Using an identical
mask, coplanar devices have been made. The coplanar center
strip is 7 pm wide, the strip-to-outer ground gap is 5 pm and
the device length is about 5000 pm. Experimental results of
the transfer characterist Hs arS plotted in Fig. 1. Fig. 14
l(a is for the nz2 x 10 /cm device and (b) for nz8 x 10
/cm . It is clear from Fig. l(a) that a gain mechanism arises
from applying a bias. That is, the insertion loss decreases
as compared to no loss bias case. Fig. l(b) even shows a
peak around 11 GHz. Such a peak in gain has been predicted
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by the theory in [1]. Unfortunately, both devices did not
exhibit net device gain. The reason for this may be due to
series resistance in the center electrode or to loss contri-
bution from non-active portion of the device.

(b) Control Devices
(b.l) Schottky coplanar waveguide

It is known experimentally that there exist
slow waves in a coplanar or microstrip transmission line
created on a lossy semi-conductor substrate if one of the
electrodes is Schottky contacted. The size of the depletion
layer beneath the Schottky contact can be controlled by a DC
bias, resulting in electronic control of the slow wave fac-
tor (phase delay).

Two analytical algorithms to analyze the wave
phenomena in such coplanar structures have been developed
independently. Accuracy of these algorithms have been studied
by solving the MIS (metal-insulator-semiconductor) coplanar
which also exhibits slow wave phenomena identical to the one
in the Schottky structure. Numerical results by both methods
agree well with each other and with the experimental data re-
ported in [21, as seen in Fig. 2. In the mode matching analy-
sis, the structure was assumed to be enclosed in a shield box
to facilitate numerical processing. On the other hand, a
structure with infinite dimensions has been handled by the
spectral domain technique [3]. The increasing discrepancy
between two methods at lower frequencies is caused by the
presence and absence of this assumed shield box. Since we
gained confidence in accuracy of the algorithms, we are ap-
plying them for Schottky structures. Two publications on
this subject are under preparation.

(b.2) Coupled Mode Theory Analysis
It is convenient to develop a generalized coup-

led mode theory for open waveguide structures containing ani-
sotropic, inhomogeneous media. The theory was developed for
the purpose of analyzing a control device consisting of semi-
conductor and gyrotropic materials. The method has been ap-
plied for a proposed coupled structure made of dielectric and
ferrite materials. The structure can be used as a distrib-
uted nonreciprocal device for extremely high millimeter-wave
frequency application (4].

*(b.3) Polarization and Mode Control
In earlier analytical work [5] we developed

*the concept of a three-layer dielectric waveguide polarizing
structure. The device is all dielectric, all isotropic and
promises to greatly relax the constraints of extinction ratio
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vs. insertion loss tradeoff which limit the usefulness of
other polarizing structures. At optical frequencies, extinc-
tion raios approaching 10 are predicted, with insertion losses
that might be as low as 0.1 db. In the 60-300 GHz range,
losses will be determined by material properties, but very
high extinction ratios are still possible. Recently we have
developed physical insight into the operation of this three-
layer waveguide, and have extended the concept to selection
from among modes of the same polarization [6]. The physical
mechanism of operation is a perturbation of the overlap of
the field profile with the refractive index profile, which
will either raise or lower the local propagation constant a-
long the waveguide axis, depending on the mode. In general,

any mode can be selected if control of refractive index and
thickness during fabrication is sufficiently precise.

(c) Miscellaneous
(c.l) Directive Excitation of an Image Guide

The active devices studied under (A) will event-
ually be coupled to a planar waveguide. One method developed
here is to use a Yagi-Uda array concept in which several par-
asitic elements are added to one active element so that the
generated energy is directed into a specified direction. This
concept was tested with a standard microwave generator and an
image guide. Slot elements were created on the ground plane
of the image guide. Measured results showed more than 10 db
improvement in the directivity 17].
(c.2) Comparison of Waveguides

Various waveguides for millimeter-wave applica-
tion have been compared with respect to frequency character-
istics, ease of accommodating devices, etc. This study is
relevant to the projects under (A) and (B) when actual imple-
mentation of the devices is eventually contemplated [8].

C. FUTURE DIRECTIONS:
(1) It is planned to use GaAs materials with different doping
levels for gain devices. We will also investigate the effect
of electrode thickness as well as that of geometries other
than coplanar in which the field is more concentrated in the
active region. Examples of possible geometries include the
film structure and the rib structure. The metallorganic
chemical vapor deposition system will be improved by incor-
porating a palladium-purified H2 source and in-situ glow-
discharge substrate precleaning. This should allow the
growth of uniform single crystal GaAs films large enough to
use in prototype devices.
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(2) We will extend the analysis by the algorithms developed
for Schottky contact coplanar lines to various depletion re-
gion sizes and geometrical dimensions. We plan to compare
the results with some data provided by Hughes Aircraft Company.

(3) We will apply the transverse resonance technique for
layered waveguide structures which include anisotropic or in-
homogeneous media. This technique can facilitate finding an
optimum structure.

(4) We plan to construct and test 60 GHz prototypes of the
three-layer dielectric waveguide polarizer and mode selector,
and to verify our theoretical predictions of extinction ratio
and insertion loss.
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0029, "Study of Radiofrequency Radiation Effects on Nonlinear
Biprocesses," Professors Jason L. Speyer, Stephan E. Webber
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Professors R.W. Miksad and E.J. Powers, Co-Principal Investi-
gators, November 1, 1978 - April 30, 1982.

National Science Foundation, ECS-7918246, "Periodic Optimal
Control Theory," Professor Jason L. Speyer, Principal Investi-
gator, November 1, 1979 - December 1, 1981.
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ment Grant to create semiconductor device fabrication facil-
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NEW DISCOVERIES, INVENTIONS OR PATENT DISCLOSURES

A proposed coupled-mode type millimeter wave isolator
reported in the paper

"Coupled-mode Theory Analysis of Distributed
Nonreciprocal Structures," IEEE Trans. Microwave
Theory and Techniques, vol. MTT-29, pp. 1077-
1087, Oct. 1981

is currently being evaluated by Office of Naval Research
Patent Counsel as a possible patentable invention. The work
was in part supported by JSEP.
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